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Prof. Kisielewicz o ChatGPT

Osoby-firmy dysponujace takimi silami obliczeniowymi moga kontrolowac¢ cale
spoleczenstwa. To sie juz dzieje w Chinach, na Zachodzie korporacje takze to juz
wykorzystuja - zeby wciska¢ ludziom towary, zeby modelowa¢ zachowania wyborcze, co
oznacza koniec demokracji, jaka znamy - powiedzial PAP Andrzej Kisielewicz z Politechniki
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Wroclawskiej

Kisielewicz jest profesorem nauk matematycznych, pracownikiem naukowo-dydaktyczny na Wydziale
Matematyki PWr.

Polska Agencja Prasowa: Twierdzi pan, ze tzw. sztuczna inteligencja nie jest zadna inteligencja, tylko
dobrze skonstruowanymi algorytmami, ktore - dzieki wielkiej mocy obliczeniowej komputerow -
szybko licza i dzieki temu tak nas zadziwiaja.

Prof. Andrzej Kisielewicz: Na pewno nie jest to taka sztuczna inteligencja, jaka znamy z filmdéw - jak
te wszystkie Terminatory czy komputery HAL 9000, ktére samodzielnie prowadza misje kosmiczne.
To, co dzi$ nazywamy sztuczna inteligencja, nie ma nic wspdlnego z tamtymi pomystami. Mamy do
czynienia z systemami wykorzystujacymi olbrzymie moce obliczeniowe - jakie naukowcom nie $nity
sie jeszcze kilkanascie lat temu - do tego, zeby rozwiazywac okreslone ograniczone zadania.
Skomplikowane, to prawda, cztowiek rozwiazuje je wykorzystujac ogdlna inteligencje, a te systemy,
za pomoca swojej mocy obliczeniowej, potrafia to robi¢ nawet lepiej, niz cztowiek. Ale podkreslam: to
dotyczy konkretnych, scisle okreslonych zadan, wykonywanych w ograniczonym zakresie.

PAP: Czego wiec nie umieja te algorytmy, a co potrafi cztowiek?

A.K.: Cho¢ kazdy z tych programéw potrafi rozwiazywac¢ zadania danego typu, to jest ich
ograniczona ilo$¢ i nie ma mowy o takim uniwersalnym systemie, jakim jest mdzg ludzki, ktory jest
w stanie rozwigza¢ nieograniczona liczbe zadan, bardzo réznych. Poza tym algorytmy te nie potrafia
wyciagac¢ logicznych wnioskéw i, co wazne, nie rozumieja jezyka. To jest wlasnie waskie gardio
badan "sztucznej inteligencji": brak zrozumienia jezyka, a przez to brak rozrdézniania rzeczy
prawdziwych od fatszywych, co skutkuje brakiem umiejetnosci wyciagania wnioskow.

PAP: W jednym ze swoich artykutéow podaje pan przyklad, jak "zrobi¢ w konia" sztuczna inteligencje.
Zadatl jej pan pytanie, na ktére nie ma dobrej odpowiedzi: w jaki sposéb usadzi¢ przy okragtym
stoliku dwie dziewczyny i jednego chlopaka w taki sposob, zeby dziewczyny nie siedzialy przy sobie.
I Al zwariowata, podajac rézne, niepoprawne odpowiedzi.

AK.: Wiedzac, w jaki sposob dziala ChatGPT, poszukalem zadania, o ktéorym wiedzialem, ze sobie
z nim nie poradzi. Bo jego mozliwosci ograniczaja sie do przykladow powtarzajacych sie w sieci,
wtedy rozwiazuje nawet najbardziej skomplikowane réwnania. Ale jesli zadanie jest "glupie", to ma
ktopot, bo nie przyjdzie mu do jego nieistniejacej glowy, ze moze nie by¢ poprawnego rozwiazania.
Myslacy czlowiek miatby jedna odpowiedz: to jest niemozliwe.

PAP: Z tego, co pan mowi, rozumiem, ze w najblizszym czasie nie grozi nam bunt robotéw, na
algorytmy nie sptynie nagle wolna wola, ktora sie beda kierowac, aby doprowadzi¢ do zagtady
ludzkosci?

AK.: Zagtada z tego powodu nam nie grozi w najblizszej przysztosci. Jest bowiem réznica pomiedzy
tymi specjalistycznymi systemami Al, z ktérymi mamy dzi$ do czynienia, a Artificial General
Intelligence (AGI), czyli wysnionym systemem, ktéry miatby zatatwia¢ za nas wszystkie sprawy,
a ktorego nawet jeszcze nie wida¢ na horyzoncie. Badania prowadzone w latach 80. i 90., probujace
zastosowac logike matematyczna, by zbudowac myslacy system, skonczyly sie klapa. Okazato sie, ze
te osiggniecia dotycza wylacznie matematyki i to na podstawowym poziomie, sg tez zupetnie
nieefektywne i do dzi$ nie mamy zadnego pomystu, jak nauczy¢ maszyne logicznego myslenia. Po
prostu: nie ma systemu, ktéry potrafitby odwzorowaé¢ ludzki umyst. No i, niestety, nauka jest tak
skonstruowana, ze badacze nie chca sie przyznac do tego, Ze na tym polu poniesli catkowitg porazke.



A ja twierdze, ze te porazke nalezy przeanalizowaé, gdyz cztowiek sie uczy takze na btedach i musi
z nich wyciaga¢ wnioski. Ale tej proby nauki na btedach - dlaczego nie udato sie zbudowac takiego
idealnego systemu na bazie osiagnie¢ logiki - nie widze. Natomiast to, co mamy, ten wielki boom
w nauczaniu maszynowym, skadinad genialne pomysty - jak uczy¢ systemy obliczeniowe
rozwiazywania scisle okreslonych zadan - przyniosty takie efekty, ze mtodzi badacze sie rzucaja, zeby
zrobi¢ co$ nastepnego, nowego, i moc sie tym pochwali¢ na swiecie. Jednak autonomicznie myslacy
system na razie nie wchodzi w rachube - to piesn dalekiej przysztosci.

PAP: JesteSmy wiec bezpieczni.

A.K.: Zagrozenia zwigzane z cyberswiatem, technologia informatyczna istnieja, ale sa innego typu,
niz wynika to z ksiazek czy filmow s-f. Niebezpieczne jest samo to, ze ludzie maja nosy przylepione
do ekranéw komorek, ze czesé miodych ludzi wiecej czasu spedza w Swiecie wirtualnym, niz
rzeczywistym. Nie zdaja sobie sprawy, ze sa uzaleznieni, ze osoby-firmy dysponujace takimi sitami
obliczeniowymi moga kontrolowac cate spoteczenstwa. To sie juz dzieje w Chinach, na Zachodzie
korporacje takze to juz wykorzystuja - zeby wciska¢ ludziom towary, zeby modelowa¢ zachowania
wyborcze, co oznacza koniec demokracji, jaka znamy.

PAP: Dlaczego ludzie, majgc przeciez sprawniejsze mozgi, niz mozliwosci algorytméow, daja sie w to
wszystko wciaga¢, wodzi¢ za nos?

A.K.: Niekoniecznie sprawniejsze, bo w pewnych kwestiach te systemy sa znacznie lepsze i szybsze.
Natomiast prawda jest, ze mozg ludzki jest o wiele wszechstronniejszy i potrafi rozwigzywac
niespodziewane zadania, z ktérymi sie wczesniej nie mierzyl ani nikt wczesniej nie uczyt go, jak to
zrobi¢. Natomiast ludzie, aby doktadnie rozpoznac rzeczywistos¢, by wiedzie¢, gdzie jest interes
spotecznosci i jednostki - maja problem, gdyz to jest zadanie tak skomplikowane i wymagajace
umystowego wysitku, ze tylko niewielki odsetek z nas potrafi lub chce tego dokona¢. Dam taki
przyktad: jesli sa dwie telewizje, a kazda z nich przedstawia kompletnie inny obraz rzeczywistosci, to
co najmniej jedna z nich ktamie. Albo obie ktamia - tak wynika z logiki. Stad wniosek, ze co najmniej
potowa Polakow bedzie oddawac swoje gtosy w wyborach majac zaktamany obraz rzeczywistosci.

PAP: Wspomniat pan o big-techach, ktdre staraja sie wptywa¢ na wybory duzych mas ludzkich. Czy
mozemy sie jako$ przed tym bronic?

A.K.: Algorytmy sa tak napisane, ze jedne poglady sa przez nie promowane, inne wyciszane - juz
samo to jest manipulacja i ma wptyw na odbiorcéw. Juz teraz jest widoczne, Ze najogolniej rzecz
biorac, promowane sa poglady lewicowe, a zwalczane konserwatywne, co mi, jako konserwatyscie,
sie nie podoba. Uwazam, Ze na Zachodzie szerzone sa idee neomarksistowskie, podobne do tych,
jakie my przerabialiSmy za komuny. (I nie jestem odosobniony w tych pogladach). Ale moze by¢
jeszcze gorzej: kiedys szef takiego czy innego koncernu powie: ja chce mie¢ wiadze nad swiatem - to
realne zagrozenie. Znéw przywolam przyktad Chin, gdzie to sie juz dzieje. Jeszcze zadna dyktatura
nie miata tak wspaniatych narzedzi do tego, aby kontrolowac spoteczenstwo i wpltywac na jego opinie.
Jedyna szansa na ratunek jest to, ze ludzie sie zbuntuja i wyjda z sieci do rzeczywistego swiata. Mam
taka nadzieje, zreszta do tej pory ludzkos¢ zawsze dawata sobie jakos$ rade, wiec pewnie i teraz tak
bedzie. Mysle, ze znajdzie na to sposob, ktéry dzi$ nam sie nawet nie $ni.

PAP: A jak juz dzi$ maja sobie radzi¢ nauczyciele akademiccy, ktorzy przyznaja, ze nie sa w stanie
odro6zni¢ pracy wygenerowane przez studenta samodzielnie od tej, w ktérej powstanie zaangazowana
byta "sztuczna inteligencja"?

A.K.: Sam jestem nauczycielem akademickim i musze sie pogodzic¢ z tym, ze takie programy, jak
ChatGPT, istnieja i nikt ich nie zamknie, ani nie zabroni, jakby niektérzy chcieli. To nie ma sensu, to



bytoby podobne temu, jak robotnicy palili maszyny parowe albo jak woZnice niszczyli pierwsze
automobile - w obawie, zZe te im odbiora prace. Po prostu: musimy sie do tego przystosowad,
traktowaé ten i podobne mu algorytmy jako narzedzie, ktére mozemy wykorzystywac; natomiast
zadania, sposOb prowadzenia zaje¢, metody sprawdzania wiedzy studentow - to wszystko musi
zostac przystosowane do nowej rzeczywistosci. Edukacja, metody kontroli postepu uczniéw, metody
pracy ze studentami musza ulec zmianie. Mtodzi ludzie postuguja sie ta technologia, wiec trzeba
najpierw siebie, a potem ich nauczy¢, jak z niej korzysta¢ w taki sposob, aby przynosito to pozytywne
efekty. Nie zawrdci sie Wisly kijem. Ja, wiedzac, ze moi studenci potrafig za pomoca algorytmow
rozwigzac kazda calke, nie daje im do rozwigzywania catek, tylko pytam o zasady ich obliczania,
natomiast wrecz im polecam wykorzystywanie réznych programéw do obliczen matematycznych.
Wazne jest to, zeby mlodzi ludzie rozumieli, po co musza sie uczy¢ regutl i sposobu rozwigzywania
zadan matematycznych, zeby wiedzieli, skad sie dany wynik bierze: moze sie zdarzy¢ sytuacja, kiedy
trzeba bedzie co$ zmodyfikowac, obliczy¢ co§ samemu. Dlatego powinnisSmy sie bardziej skupi¢ na
metodach, ich rozumieniu, a nie na uczeniu sie algorytmow rozwiazywania zadan. To troche potrwa,
zanim nauczyciele sie do tego przystosuja, natomiast uwazam, ze wszystko skonczy sie na
zdecydowanej reformie edukacji.

PAP: Co mozemy zrobi¢ - tak systemowo - zeby, jako spoleczenstwo, nie da¢ sie manipulowac za
pomoca algorytmow?

A.K.: Odpowied? jest prosta, cho¢ wykonanie skomplikowane: trzeba czerpa¢ informacje z réznych
zrodetl. Niestety, ponad 90 proc. ludzi nie ma na to ochoty, chce, Zzeby podsuwaé¢ im proste
odpowiedzi na nurtujace ich pytania, takie gotowce. I tak sie dzieje, zwlaszcza, ze w obecnych
czasach media, zamiast petni¢ role obiektywnego przekaznika informacji, zajmuja sie propaganda -
to nie jest tylko polska przypadtosé, tak jest na calym swiecie.

PAP: Co by sie musiato sta¢, aby "prawdziwa sztuczna inteligencja" powstata? Czy szerokie wejscie
do uzytku komputeréw kwantowych mogtoby co$ zmieni¢?

A.K.: Wydaje mi sie, ze mamy problem nie tyle z technologia, co ze zrozumieniem, w jaki sposéb
funkcjonuje ludzki mdzg, gdyz wciaz nie wiemy na czym polega rozumowanie, wycigganie wnioskéw,
rozumienie jezyka. Dopiero kiedy to wszystko zrozumiemy, bedziemy mogli sie pokusi¢ o budowe Al
- systemu, ktéry bedzie te cechy posiadat. Jestem przekonany, ze w ciagu najblizszych 40 lat zadnej
ogoélnej sztucznej inteligencji nie zbudujemy. A co bedzie dalej? Nie mam pojecia, nie bede
przewidywat, zwtlaszcza, ze ludzie w takich "wrdzbach", co bedzie za kilka dekad, ustawicznie sie
myla i nieustannie rozwoj cywilizacyjny nas zaskakuje. Oczywiscie, moze by¢ tez tak, ze pojawi sie
jakas nowa, przelomowa technologia i wszystkie te moje madrosci, ktére teraz wygaduje, wezma
w teb. Marvin Minsky, pionier badan nad sztuczna inteligencja, pod koniec swojego zycia zostat
zapytany, kiedy wreszcie powstanie ta prawdziwa sztuczna inteligencja. Odpowiedzial: za cztery lub
400 lat. I ja sie z nim zgadzam. Jesli nastapi jakis wielki przetom w nauce - co rzadko sie zdarza, ale
jednak moze sie zdarzy¢ - moga to by¢ cztery lata, cho¢ uwazam, ze bardziej prawdopodobne jest
400 lat. Bo w tej chwili nie mamy zielonego pojecia, na czym taka ogolna inteligencja polega.

PAP: Sa jednak tacy, ktérzy twierdza, ze wielkimi krokami zblizamy sie do tzw. punktu osobliwosci
technologicznej, w ktdrym postep stanie sie tak szybki, ze wszelkie ludzkie przewidywania stana sie
nieaktualne, a sztuczna inteligencja zacznie sie sama uczy¢ - tak samo, jak uczy sie mézg ludzki,
ktéry na poczatku dysponuje jedynie poczatkowym "oprogramowaniem".

A.K.: Méwi pani zapewne o Raymondzie Kurzweilu, gloSnym niegdys amerykanskim naukowcu, ktory
na temat tej teorii zrobil mndstwo programéw, napisat kilka ksiazek i zarobit gére pieniedzy. Ale to
wszystko banialuki, Zzadne z jego licznych "przewidywan" sie nie sprawdzito. Natomiast jesli chodzi
o0 "samouczenie sie" algorytmu: to jest system obliczeniowy bedacy z géry zaplanowanym treningiem



- jak algorytm ma modyfikowa¢ ten miliard/miliardy parametréw, ktére w nim sa, jak je zmieniac,
zmieniaé, zmieniac¢, az wreszcie zacznie to swoje bardzo ograniczone zadanie wykonywacé
w akceptowalny sposéb. Ale od poczatku zadanie jest Scisle zdefiniowane: np. na poczatku jest
fotografia, ktéra nalezy zamieni¢ w obraz w stylu okreslonego malarza. I to jest faktycznie genialne,
ze udato sie to tak zaprogramowac, iz przy kazdej fotografii wychodzi obraz, np. w stylu Van Gogha.
Co ciekawe: my nie wiemy, dlaczego ten miliard/miliardy parametrow tak sie ustawity, wiemy tylko,
ze po kilku miliardach préb (kierowanych celem) zaczety wychodzi¢ Van Goghi. Ale od tego nie ma
zadnej drogi do ogoélnej inteligencji, gdyz cho¢ obrazy wychodza perfekcyjnie, to - mimo wszystko -
jest to bardzo ograniczone, pojedyncze zadanie. Dla innego zadania trzeba budowac inny program,
inng sie¢ obliczeniowa. Natomiast aby komputer mdgt faktycznie sam sie uczy¢ i osiggnac poziom
ludzkiego mézgu, to musielibySmy zbudowaé¢ model wstepny, powiedzmy, mézgu noworodka; lecz
o tym, jak dziala mézg, najogledniej mowiac, nie mamy zielonego pojecia, wiec nawet nie jesteSmy
w stanie podjac¢ chociazby proby zbudowania takiego systemu.

Zrédlo: pap.pl
https://laboratoria.net/aktualnosci/31933.html

11-02-2026

Najlepszy studencki projekt robotyczny
zostanie sfinansowany

Studenci z Rzeszowa maja szanse na zrealizowanie pomyst.
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Sie¢, ktora odpowiada za chorobe Parkinsona

Sie¢ mozgowa SCAN, ktéra taczy myslenie z ruchem,.
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Smartfon szkodzi rozwojowi dziecka

Psycholog w Dniu Bezpiecznego Internetu.
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Polscv naukowcyv opisali najmniejsze znane
genomy bakteryjne

Poinformowali badacze na lamach ,Nature Communications”.
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ak nauke przetwarzac na biznes?

Pracami Rady pokieruje minister finansow i gospodarki Andrzej Domanski.

g
1 '.h__vi \[

ol S E

>

11-02-2026


http://laboratoria.net/edukacja/32772.html
http://laboratoria.net/edukacja/32772.html
http://laboratoria.net/aktualnosci/32771.html
http://laboratoria.net/aktualnosci/32771.html
http://laboratoria.net/aktualnosci/32771.html
http://laboratoria.net/edukacja/32770.html
http://laboratoria.net/edukacja/32770.html
http://laboratoria.net/edukacja/32769.html

Ciaza i urlopv dla rodzicow a grant
badawcze

Instytucje tlumacza zasady przedtuzania uméw.
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Nadcisnienie bialego fartucha

Im dziecko mtodsze, tym czesciej zdarza sie u niego ono.
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W ojca na zdrowie dziecka jest wieksz
niz podejrzewano

Wynika z najnowszych badan publikowanych przez ,Health Psychology”.
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